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In recent years, Natural Language Processing has evolved significantly since the 
introduction of Transformers. Large Language Models (LLMs) are now frequently used in 
various fields, such as essay writing assistance, e-commerce support, and psychological aid. 
As psychological support is in high demand (World Health Organization, 2018, 2022), LLMs 
can serve as a supplementary tool when therapy with a human specialist is not an option. 
However, most existing solutions focus on English. Since there are very few therapeutic 
tools available for Polish, it is crucial to adapt local models to ensure the language sounds 
natural and fits the cultural context.  

Cognitive Behavioral Therapy (CBT) relies on a clear, logical structure and specific 
step-by-step rules, which makes it much easier to adapt for Artificial Intelligence training 
compared to other forms of therapy (Grodniewicz & Hohol, 2023). Therefore, the project 
utilized the “Cactus” dataset, selected for its high-quality, structured training examples that 
cover a diverse range of mental health topics and specifically mimic the flow of professional 
CBT interventions (Lee et al., 2024). 

However, to address the limitations of this dataset, which prioritized empathetic questioning 
over deep explanation, a synthetic data augmentation pipeline using Gemini 1.5 Flash was 
implemented. This process integrated psychoeducational components to align the responses 
with CBT principles. 

The study involved training Bielik 7B – an open-source Polish LLM developed by 
Speakleash (Ociepa et al., 2024). I will present the results of four training rounds, comparing 
two methods: Parameter-Efficient Fine-Tuning (LoRA; Hu et al., 2021) and Partial 
Fine-Tuning. These methods were tested on two datasets: the original dataset translated into 
Polish, and the Gemini-generated hybrid dataset. Preliminary results confirm the limitations 
of the original dataset, showing that the model learned to mimic the questioning style, but 
struggled to provide logical and helpful therapeutic advice. Finally, I will compare these 
outcomes with the performance of the model trained on the hybrid dataset based on metrics 
such as Perplexity and BERTScore.  
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